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Abstract. Due to the progressive growth of the amount of data available in a wide variety of scientific fields, it has become more difficult to manipulate and analyze such information. Even as datasets have grown in size, the k-means algorithm remains one of the most popular clustering methods, in spite of its dependency on the initial settings. In this work, we propose an efficient initialization method, intended for massive data, that deals with this problem by reducing the entire dataset into a small set of representatives. Preliminary experimental results indicate that this method outperforms well known initialization techniques, such as the k-means++, in both number of distance calculations and data scans.

1 Introduction

The exponential increase of the data volumes that scientists, from different backgrounds, face on a daily basis implies the development of simple yet scalable tools that eases the analysis and characterization of such information [6]. One of the most relevant analysis is data clustering. This process consists of grouping a given dataset into a predetermined amount of disjoint sets, called clusters. This is done in a way such that intra-cluster similarity is high and the inter-cluster similarity is low. Furthermore, clustering is a basic task of many areas, such as artificial intelligence, machine learning, data mining and pattern recognition [10].

Even when there exist a wide variety of clustering methods, the k-means algorithm remains one of the most popular ones [4],[8]. In fact, it has been identified as one of the top 10 algorithms in data mining [17].

1.1 k-means

Given a set of n data points (instances) \( D = \{x_1, \ldots, x_n\} \) in \( \mathbb{R}^d \) and an integer \( k \), the clustering problem is to determine a set of \( k \) centroids \( \zeta = \{c_1, \ldots, c_k\} \) in \( \mathbb{R}^d \), so as to minimize the following error function:

\[
E(\zeta) = \sum_{x \in D} \min_{i=1,\ldots,k} \|x - c_i\|^2,
\]  

This optimization problem is known to be NP-hard [1].

The k-means has two stages: Initialization, in which we set the starting set of centroids, and an iterative stage, called Lloyd's algorithm [13]. Additionally,
Lloyd’s algorithm also consists of two steps: The assignment step, in which each instance is assigned to its closest centroid, and the centroid’s update step. The time required for the assignment step is $O(nkd)$, while the centroid’s update step and the computation of the error function is $O(nd)$. Hence, the assignment, or distance computation, stage is the most time consuming phase of the algorithm. Conveniently, both phases of the k-means can be easily parallelized [18]. When dealing with massive data applications, parallel implementation of the algorithm is a major key to meet the scalability of the problem [17]. Therefore, in practice, the method is appealing.

In terms of the initialization, it is widely reported in the literature that the performance of the Lloyd’s algorithm highly depends upon this stage [14]. Hence, one might need several re-initializations before achieving a solution of acceptable quality. In addition, a poor initialization could lead to an exponential running time in the worst case scenario [16]. All these features are major downsides and show the importance of defining an appropriate initialization strategy.

There exist several approaches to initialize the k-means. One of the earliest, and most commonly used reference, was proposed by Forgy in 1965 [5]. It consists of defining the initial centroids set as $k$ randomly selected instances from the dataset. The intuition behind this approach is that, by choosing the prototypes randomly, we are more likely to choose a point near an optimal cluster center, since such points tend to be where the highest density points are located [15]. The main disadvantage of this approach is that there is no guarantee that two, or more, of the selected seeds will not be near the center of the same cluster [15].

We also consider an alternative initialization procedure that is based on simple probabilistic seeding procedures. In particular, the $k$-means++ method, proposed by Arthur and Vassilvitskii in [3], consists of randomly selecting only the first centroid from the dataset. Each subsequent initial centroid is chosen with a probability proportional to the distance with respect to the previously selected set of centroids. The key idea of this cluster initialization technique is to preserve the diversity of seeds while being robust to outliers. The $k$-means++ algorithm leads to an $O(\log k)$ approximation of the optimal error after the initialization [3]. The drawback of this approach is referred to its sequential nature, as well as to the fact that it requires $k$ scans of the entire dataset, therefore it has a complexity of $O(nkd)$. Moreover, the sequential nature of this initialization technique hinders its parallelization.

Bahmani et al [4] proposed a parallel version of the $k$-means++, called $k$-means $\parallel$. The idea behind this method is to sample $O(k)$ points per iteration, instead of one single instance, as proposed in the $k$-means++. This process is repeated for, approximately, $O(\log n)$ rounds. At the end of this step, we remain with $O(k \log n)$ points, which are then reclustered into $k$ initial centers. Hence, this approach outperforms k-means++ in both sequential and parallel settings [4].

In this work, we propose a parallel initialization algorithm based on a recursive data partitioning process that reduces the number of distance calculations and data scans. The rest of this article is organized as follows: In Section 2, we
describe the idea behind our initialization method. In Section 3, we show a series of experiments in which we analyze the effect of different factors such as the size of the dataset, \( n \), the dimension of the instances, \( d \), and the number of clusters, \( k \), over the performance of our algorithm. Finally, in Section 4, we define the next steps and possible improvements to our current work.

2 Recursive k-means initialization algorithm

We propose a novel, iterative initialization strategy for the k-means algorithm that is based on a sequence of recursive partitions of the dataset. The objective is to approximate the solution of the k-means for the full dataset by recursively applying a weighted version of the k-means over a growing, yet small, number of representatives of the dataset.

In the first step of the iterative procedure, the dataset is partitioned into a number of disjoint subsets, called blocks, which are contained in equally sized hypercubes. Each block is then characterized by a representative and its corresponding weight. Finally, a weighted version of Lloyd’s algorithm is applied over the set of representatives. From one iteration to the next, a more refined partition is constructed by dividing each hypercube into \( 2^d \) equally sized hypercubes. Such partition allows subsets of the previous iteration to reallocate in a different cluster, in order to reduce the overall error. This process is repeated until a certain number of iterations is achieved or when the approximation, in two consecutive iterations, changes slightly.

2.1 Recursive Partitions

As we commented before, our algorithm successively partitions the dataset into blocks contained in hypercubes of smaller volume. Each non-empty block, or active block, is characterized by a representative (centroid of the block) and its associated weight (cardinality of the block).

In order to generate the \( m \)-th partition, \( P_m \), we divide each dimension into \( 2^m \) equally sized intervals, i.e., \( 2^{dm} \) hypercubes. Furthermore, the \( j \)-th block of the partition \( P_m \) is denoted by \( B_j^m \) and the active set of a partition \( P_m \) as \( A_m = \{ B_j^m : |B_j^m| > 0 \} \). Observe that \( |A_m| \leq \min\{n, 2^{md}\} \). For each partition \( P_m \), we also compute the set of its corresponding weight \( W_m = \{ w_j^m = |B_j^m| : B_j^m \in A_m \} \) and the set of representatives \( C_m = \{ \mu_j^m = \sum \limits_{x \in B_j^m} x/w_j^m : B_j^m \in A_m \} \). The entire partition process has an \( O(nd) \) time complexity.

Our algorithm generates a sequence of partitions \( P_{m_{\text{min}}}, \ldots, P_{m_{\text{max}}} \), where \( m_{\text{min}} \) is the smallest integer such that \( |A_{m_{\text{min}}}| \geq k \) and \( m_{\text{max}} \geq m_{\text{min}} \). The partition \( P_{m+1} \) is generated after dividing the previous partition, \( P_m \): One block of the \( m \)-th partition is divided into \( 2^d \) blocks of the \( (m+1) \)-th partition, see Fig.1.

2.2 Initialization Algorithm

In this section, we present our initialization algorithm: Recursive Partition Based Initialization or just the RPI algorithm. This algorithm is mainly based on a weighted version of Lloyd’s algorithm, called weighted Lloyd’s algorithm,
which is applied over the set of representatives of a given partition, taking into consideration the weight associated to each block.

Algorithm 1: RPI Algorithm

Input: Dataset $D$, number of clusters $k$, integers $\{m_{\text{min}}, m_{\text{max}}\}$ and threshold $\epsilon$.

Output: Initial set of centroids.

for $m = m_{\text{min}} : m_{\text{max}}$ do

1. Step 1: Construct the partition $P_m$.
2. Step 2: Define the local dataset $C_m$ and its respective weights set $W_m$.
3. Step 3: Update the centroid’s set approximation, $\zeta_m = \{c^m_j\}_{j=1}^k$: $\zeta_m = \text{Weighted\_Lloyd}(C_m, W_m, k, \zeta_{m-1})$
4. Step 4: Compute the centroid’s set displacement measure: $v(\zeta_{m-1}, \zeta_m) = \max_{j=1,\ldots,k} \|c^m_j - c^{m-1}_j\|^2$
   if $v(\zeta_{m-1}, \zeta_m) \leq \epsilon$ then
      Return $\zeta_m$
   end

end

Return $\zeta_M$

As can be seen in Algorithm 1, at each iteration of the RPI algorithm, we first construct the partition $P_m$ (Step 1) and then we determine the corresponding set of representatives $C_m$ and weights $W_m$ (Step 2). Later on, we update the centroids approximation by applying the weighted Lloyd’s algorithm over these sets, taking as initial centroids the approximation for the previous iteration, $\zeta_{m-1}$ (Step 3). In the first iteration, we set $\zeta_{m-1}$ as $k$ random points of $C_m$ (Forgy’s type initialization). The algorithm iterates until the stopping criteria is met. This occurs when $m = m_{\text{max}}$ or when the centroids’ set approximation, in two consecutive iterations, $\zeta_{m-1}$ and $\zeta_m$, does not change significantly (Step 4).

Regarding the time complexity at the $m$-th iteration, for Step 1, we observe that, if we first construct the partition $P_M$, where $M = m_{\text{max}}$, and then use it to generate $P_m$, this process has an $O(|A_M|d)$ time cost. For Step 2, we just perform $O(|A_m|d)$ computations, while the time required for the weighted Lloyd’s algorithm (Step 3) is $O(|A_m|kd)$. Finally, the last step of the algorithm just performs $O(kd)$ computations. Hence, the overall complexity of the RPI algorithm is $O(|A_M|kd)$.

2.3 Graphical Example

In the following example, we consider a set of 10000 points generated from a mixture of three 2D Gaussians. We compute, as a reference, the solution for $k = 3$ by the means of the k-means++ method. After ten runs, we obtained, on average, an error of 1393.45 with a standard deviation of 4.69, the number of Lloyd iterations was, on average, 21.40 with a standard deviation of 4.22. Next, we show the evolution of the RPI algorithm, for $M = 6$. In Fig.1, the red circles represent the initial set centroids, the yellow diamonds the final set of centroids and the blue points the set of block representatives, $C_m$, for each iteration.
Fig. 1: Best clustering obtained for \( m = \{1, 2, 3, 4\} \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>It</th>
<th>Act Blocks</th>
<th>Cost Funct</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>4</td>
<td>14050.06</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>15</td>
<td>14024.38</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>53</td>
<td>12350.41</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>173</td>
<td>11424.24</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>528</td>
<td>11408.40</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>1361</td>
<td>11389.54</td>
</tr>
</tbody>
</table>

Table 1: Information for the recursive method

We observe that, even with \( m = 4 \), which in this case implies 173 active blocks, we have a fairly good approximation of the average best solution found by the k-means++ algorithm for the entire 10000 points. Furthermore, as we increase \( m \), the associated cost function converges to such solution. The intuition behind this method is to transform a random initial set of centroids into a competitive one, by using small groups of representatives, instead of the entire dataset. Then, we consider higher values of \( m \) to refine such an approximation.

3 Preliminary Experimentation

In this section, we perform a series of experiments so as to understand the properties of our algorithm: Reduction in the number of distance computations, monotone decrease of the error of the initialization until convergence to the best found solution for the entire dataset, as we increase \( M \), etc. In this section, we generate the dataset as a \( d \)-dimensional mixture of \( k \) Gaussians with a component overlap of 0.20. In particular, we set \( k = \{4, 8\} \), \( d = 5 \), and \( n = \{1000, 10000, 100000\} \). For each setting, we generate 10 replicates of the dataset.

We compare the performance of the k-means++ with respect to the RPI algorithm. In particular, we focus on two factors: The relation between the number of distance computations, for both RPI and k-means++ algorithms, with
respect to the dataset size, \( n \). Additionally, we analyze the quality of the initialization for different values of \( M \) with respect to the average error obtained for the k-means++ algorithm, \( E_{K^{++}} \).

In Fig. 2, we observe the number of distance computations for the different stages the RPI algorithm for \( M = \{1, \ldots, 6\} \) and the k-means++ method.

![Distance computations with respect to \( n \)](image)

Fig. 2: Distance computations with respect to \( n \)

Notice that the number of distance calculations for small values of \( M \), i.e., \( M < 3 \), does not necessarily increase with respect to the dataset size, \( n \). This is plausible since, for small values of \( M \), the number of active blocks for the different partitions are similar, independently of the number of instances, see Fig. 3. Evidently, as we consider greater values of \( M \), the number of active blocks will increase and so will the number of distance computations. Observe that, in this example, \( k \) does not affect the number of active blocks.

![Number of active blocks respect to \( M \) for \( n = \{1000, 10000, 100000\} \)](image)

Fig. 3: Number of active blocks respect to \( M \) for \( n = \{1000, 10000, 100000\} \)

Moreover, after our initialization step, the Lloyd’s algorithm requires a significantly smaller number of iterations over the entire dataset. In particular, after initializing with the k-means++, it needed, on average, 24, 31 and 44 iterations for \( n = 1000, 10000, 100000 \), respectively. Meanwhile, for the RPI initialization,
it only required, on average, 2, 2 and 3 iterations for \( n = 1000, 10000, 100000 \), respectively. This last increase is expected since, as we can see in Fig.4, for \( M = 3 \) and \( n = 1000 \), the RPI algorithm roughly generates as many active blocks as the number of instances. However, for \( n = 10000 \) and \( n = 100000 \), it needs at least \( M = 5 \) and \( M = 6 \), respectively, in order to approach the size of the dataset.

![Fig.4: Percentage of active blocks respect to \( M \)](image)

As we commented before, we also want to analyze the quality of the solution for different values of \( M \). To do so, we consider the quality rate \( \rho(E_M) = \frac{E_{K++} - E_M}{E_{K++}} \), where \( E_M \) is the error obtained at the iteration \( M \) of the RPI algorithm. This quotient measures the percentage of improvement (if \( \rho(E_M) > 0 \)) for the \( M \)-th iteration with respect to the average error obtained after 10 runs of the \( k\text{-means}++ \) method, see Fig.5.

![Fig.5: Quality of the approximation for \( M = \{1, 2, 3, 4, 5, 6\} \)](image)

Notice that, as \( M \) increases, the quality rate of the centroids found by the RPI algorithm increases monotonically until converging to the best found solution. With \( M = 3 \), for all the cases, the initialization has an error smaller than 2% with respect to the best solution. Moreover, in some cases, even with \( M = 4 \),
our initialization already had a smaller error than the optimal solution obtained with the k-means++ method. This is a remarkable improvement since, as can be seen in Fig. 2, for $M = 3$ and $M = 4$, our approach required, on average, over $O(10^1)$ and $O(10^2)$ times fewer distance calculations, respectively.

Finally, we want to analyze the effect of the dimension, $d$, over our algorithm. We fix $n = 10000$, $k = 4$, $M = 4$ and $d = \{5, 7, 9\}$. The experiment is replicated 10 times.

In the earlier stages of our algorithm, i.e., $M < 3$, the number of distance calculations increases as we increase the dimension. The reason is that, for larger values of $d$, we will generate a significantly larger amount of active blocks, see Fig.6. In contrast, in the latter stages of the algorithm, the number of distance calculations can be smaller, even if the dimension is increased: Independent of the dimension, the number of active blocks is closer to the number of instances, $n$. in particular, for $d = 9$ and $M = 3$, we already have over 90% of the data points $n$, hence solving the k-means problem at this stage is similar to solving the problem associated with $M = 4$. Since we are using the best solution obtained for $M = 3$ as the initial guess for $M = 4$, we will then need a smaller amount of iterations and, therefore, of distance calculations.
In Fig. 7, we observe that the error behavior is similar to that shown in Fig. 5, i.e., the error in the approximation seems to decrease monotonically with respect to the increase of $M$. However, the only difference is that the percentage of the error is smaller for larger values of $d$. This was expected, since we have a greater amount of active blocks in this case.

4 Final Comments

In general, we can see that the RPI algorithm can generate competitive initializations, even for small values of $M$, by using a small set of representatives in comparison to the full dataset. In most of the examples, we observe a dramatic reduction in the number of distance computations, as well as in the number of Lloyd’s iterations over the entire dataset.

Furthermore, at the earlier stages of the RPI (small $M$), the size of the dataset, $n$, does not have a relevant impact on the number of iterations or distance computations for the associated weighted k-means problem. Thus, the number of computations, especially for massive data application, is utterly reduced. However, at this stage, increasing the dimension implies the generation of exponentially more active blocks and, hence, the increment of distance computations. For this reason, we might need to consider different approaches on how to generate the subdivisions of a given partition, especially when dealing with larger dimensions.

In particular, one possible approach consists of characterizing the active blocks that lie on a cluster boundary, i.e., blocks that are close to two or more clusters [9]. Such a characterization controls the number of active blocks and, therefore, reduces the computational cost of the algorithm. We are currently partitioning the data in a recursive midpoint fashion that might generate several active blocks with a small probability of changing their current cluster affiliation, see Fig. 1. In this sense, it might be more valuable to perform such cuts in areas that are more likely to have subsets associated with different clusters. For this reason, we plan to define a low computational cost algorithm to determine the frontiers at each iteration. The blocks in this area will have a greater priority when selecting the regions that we want to partition in the next iteration.

One last, but not least, advantage of the RPI algorithm is the fact that its parallelization is direct. The RPI algorithm mainly depends on two steps: The data partition process and the application of the weighted version of Lloyd’s algorithm. In the first step, each point and/or sub-block can independently decide to which block it belongs to, hence the construction of the set of representatives and weights can be done in a parallel manner. Analogously, for the second phase, given a set of prototypes, each data point can separately decide to which cluster it belongs to and the update of the centroid can be simply computed by averaging the points [7, 18]. For this reason, we also plan to implement the RPI algorithm on a parallel framework such as Apache Spark.
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