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Abstract. UAV systems are positioning themselves as an efficient and
competitive solution in different areas, both military and civilian. This
paper explores the concept of swarm robotics where each individual as-
sumes a behaviour but all the system should work together to achieve
a common goal. Specifically, this work takes into account the concept
of swarm robotics, to use it in unmanned systems for search and rescue
tasks. In this paper we present a swarm behaviour that allows agents
to search exhaustively in a wide area. This behaviour is very useful in
search and rescue tasks.
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1 Introduction

UAV systems are positioning themselves as an efficient and competitive solution
in different areas, both military and civilian. The use of these systems can help
to minimize physical and material risks, as these systems require fewer resources
in certain tasks compared to other conventional methods. For example, these
systems can carry out a wide and exhaustive search in a defined area in an
efficient way. In this paper, this task is presented as a swarm behaviour for UAV
systems to be used in search and rescue tasks.

Nowadays, the definition of behaviours for UAV systems is a problem widely
studied as can be seen in [3], [4], [5], [6]. Some of these studies, as [3] and [6],
define a totally emergent behaviour; in other works, as [4], pheromones are used
to guide agents; and others, as [5], focus on communication between agents. In
[7] a revision of these studies is presented.

This paper describes a swarm behaviour where agents work in a collaborative
manner to reach a specific resource, within a delimited area. This behaviour is
inspired by a widely studied problem in swarm robotics, flocking behaviour.
Reynolds, in [1], defines the basic rules of a flocking algorithm:
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– Collision avoidance: avoid collision with nearby flockmates.

– Velocity matching: attempt to match velocity with nearby flockmates.

– Flock Centering: attempt to stay close to nearby flockmates.

These rules are also known as cohesion, separation and alignment. In our
algorithm agents are positioned in flock formation. In order to achieve our goal,
the algorithm defines three different roles for the agents of the system. The
robot that set the velocity of the group is, in our case, the guide robot; line
robot follows the agent detected by its front sensors; and, finally, other agents
follow agents detected by their lateral sensors.

Guide robot starts the formation movement. Cohesion, separation and align-
ment are guaranteed because there is an agent that set the pace of the group. For
example, when velocity is too high, side robots can be close to their maximum
velocity, therefore, guide robot restarts the sequence and the movement starts
again, in this way, the cohesion of the group is always maintained and collision
avoidance is guaranteed.

This paper focuses on the application of this algorithm for search and rescue
tasks after the sinking of a vessel. The shipwreck area can be known but tides
and currents can sweep along and move away objects and possible survivors and
difficult rescue tasks. Our swarm of UAVs is able to locate objects and persons
and send their GPS position.

Drones need fewer resources than other conventional methods such as small
planes, helicopters or boats, in addition, working in swarms with this algorithm
can cover a wider search area in an exhaustive way.

Next section describes the microscopic modelling of the swarm, defining the
behaviour of each agent. In section 3, the macroscopic behaviour of the swarm is
defined, and also robustness and fault tolerance is demonstrated. In experimental
section, scalability is proved. Finally, conclusions and future lines are presented.

2 Microscopic modelling

The main goal of this paper is to define a swarm behaviour for exhaustive search-
ing in a wide area. As we commented before, this behaviour can be useful in
search and rescue tasks, for example, in the sinking of a ship. The area of ship-
wreck can be known but tides and currents move away objects and persons.

Proposed algorithm has been designed taking into account its use in UAV
agents, so that, we can assume that there is no possibility of collision with
other objects in the environment. The agents of the swarm system have a ring
of side sensors that allow them to preserve cohesion and to keep pace of the
group; a lower sensor used to locate the search target; and a GPS locator and
magnetometer so that we know their position and angle within the environment
at all times.
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2.1 Algorithm

Initially all the agents of the swarm have the same capacities and characteristics
and in the first step of our algorithm a behaviour is assigned to each agent of
the group.

Algorithm 1 shows the assignment of the behaviour to each individual agent
of the group.

Algorithm 1: Assignment of the behaviour of each individual in the group:

1 for index =0.. max-Agents do
2 Assign a random index to each agent.
3 end
4 switch index do
5 case 0 Guide agent - BHVR(0)
6 case 1 Column agent - BHVR(1)
7 otherwise
8 if EVEN( index) then
9 Left side agent - BHVR(id)

10 else
11 Right side agent - BHVR(id)
12 end

13 end

14 endsw

2.2 Agents behaviour

As mentioned above, in this formation, each agent will have a predefined role
that depends on the random number assigned to that agent. Next paragraph
explains these behaviours.

Let BHV R(id) the function which denote the behaviour of each agent respect
to its assigned index.

Guide agent Its behaviour is to guide the swarm toward the target. So that,
it has two possible behaviours, the first one performs spiral movements, and the
second one that is used to guide the swarm to another search point inside the
search environment. Algorithm 2 shows this behaviour. Where k is the maximum
number of spirals to perform from a searching point, r is the position, ε an
incremental constant for the position, α the steering angle, and θ an incremental
constant for the angle, t elapsed time, P0(t) the point where agent 0 is at time t,
Vmax maximum speed for an agent, γ is a correction constant to limit the speed
of the swarm in the turns and to preserve its cohesion, Pa is a random point
in the searching environment, δ is a constant to limit the swarm speed in the
navigation to the Pa point. The output of the algorithm is the point where the
agent 0 will be at the instant t+ 1.
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Algorithm 2: BHVR(0): Guide agent behaviour

input : k, ε, θ, P 0 (t), V max, γ, P a, δ
1 begin
2 if number of spirals ≤ k then
3 val r (t +1) ← r (t) + ε
4 val α (t +1) ← α (t) + θ
5 val V 0 (t +1) ← [ r (t) cos(α(t)) , r (t) sin(α(t)) ]
6 val P 0 (t +1) ← P 0 (t) + V 0 (t +1)
7 if V 0 ≤ V max + γ then val r ← 0

8 else
9 val P a ← ra αa

10 val D ← | P 0- P a |
11 while P 0 6= P a do
12 val r (t +1) ← r (t) + D/ δ
13 val α(t +1) ← α (t)+D/ δ
14 val P 0 (t +1) ← [ r (t) cos(α(t)) , r (t) sin(α(t)) ]

15 end

16 end

17 end
output: P 0 (t +1)

Column agent In algorithm 3, the behaviour of a column agent is shown.
Where Location(n,m) calculates sensor readings from angle n to m and returns
the location of the nearest agent, in this case, n and m values correspond to the
range of frontal sensors, and P1(t) is the location of the column agent in instant
t. And the algorithm returns the location of the column agent in instant t+ 1.

Algorithm 3: BHVR(1): Column agent behaviour

input : n,m, Df , P 1 (t)
1 begin
2 val Df ← location (n,m)
3 val V 1 (t +1) ← Df − P 1 (t)
4 val P 1 (t +1) ← P 1 (t) + V 1 (t +1)

5 end
output: P 1 (t +1)

Side agents These behaviours are symmetric, agents with an even index will
be on the right side of the column agent and agents with an odd index will be
on the left side of it. In algorithm 4, the behaviour of agents which index is
greater than 1 is described. In this algorithm, n and m values are referred to the
range of side sensors, on right or left depending on the agent index, moreover
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the steering angle of the nearest agent is needed. ρ is a constant to assure that
the agent continues on the swarm direction. The output of this algorithm is the
location of the side agent in instant t+ 1.

Algorithm 4: BHVR(L): Side agent behaviour

input : n,m, ρ, P i (t)
1 begin
2 val Dl ← location (n,m)
3 val β ← angle (n,m)
4 val P i (t +1) ← [ Dl − ρ cos (β +π /2) , Dl − ρ sin(β +π /2) ]

5 end
output: P i (t +1)

Figure 1 shows the evolution of the proposal algorithm: the first image shows
agents formation placed in the centre of the searching area; the second figure
shows agents after having performed their first spiral movement; next images
show several spiral movements to explain the behaviour that is being developed;
in the last image, swarm has been moved to another searching point. In all
images, the surface explored by agents has been highlighted, and dark blue colour
shows points where guide agent has passed through.

3 Macroscopic behaviour

The macroscopic behaviour, as a result of performing microscopic behaviour,
consists of a swarm of agents capable of navigating in formation, carrying out
a spiral movement from the centre of search area. After a certain time interval
and as long as the speed of side agents do not exceed the maximum speed, the
swarm will perform a new spiral movement, until k times, ensuring that all the
search area is fully and exhaustively covered. If the objective is not detected, the
swarm is guided to another search point within the search area, this new point
is randomly calculated, and spiral movement will be restarted.

We assume that the swarm is initially formed in the centre of the search area.
If the goal is detected by an agent in one of the steps of the algorithm 5, our
algorithm will stop.
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Fig. 1. Evolution of spiral sweep. Starting from the initial position and performing
several spirals. In last picture the starting point has been moved to another point, and
spiral motion restarts again.

Algorithm 5: Swarm behaviour

1 while Goal-Found == FALSE do
2 Spiral-Movement

3 if Speed-Passed then
4 Spiral-Restarted

5 end
6 if number of spirals ≥ k then
7 Random point-Selection

8 Searching-Point-Movement

9 end

10 end
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Fault tolerance In swarm systems robustness and fault tolerance are needed in each
step of the algorithm. A swarm system must ensure, at all times, that the loss of an
agent does not affect the behaviour of the swarm and, therefore, it does not imply
a failure to achieve the objective. In this case, all agents have the same capabilities
and the behaviour of each one is determined by the random number assigned at he
beginning of the algorithm. Therefore, in view of a possible loss of an agent of the
swarm, to ensure the robustness of the algorithm, we only have to adjust the assigned
index to each agent.

In our algorithm, the different possibilities are:

– Loss of a side agent. Whether it is a right or left side agent it is not an issue of
particular relevance, the swarm automatically regroups and the only consequence
is that the scanning surface decreases.

– Loss of the column agent. Supposing that the agent identified with value 1 is lost,
the agent that has the ID 2 will be reassigned as 1, and the identifiers of even
agents will be reordered, and agent with number 4 will have index 2, and so on.

– Loss of guide agent. Apparently, guide agent is the most important agent of the
swarm, since this agent leads the swarm. If guide agent is lost, column agent (with
index 1) will change to index 0 (guide agent), and other agents continue with
their behaviours. In this case, the formation is different because there is not an
agent ahead of the rest of the swarm. That is, because it is easier to continue the
behaviour than change the behaviour of all the agents.

4 Experimentation

The experimentation of proposed behaviour has been carried out with MASON simu-
lator [2]. Tests have consisted of the following:

– A random point, within the search area, is generated. That point will be our goal.
– Agents are located at the centre of the search area.
– Algorithm starts.
– Time needed to find the goal and covered area are measured.

We have compared the proposed behaviour with a random behaviour. In both cases,
number of agents, the initial configuration and the initial location of agents are the
same. Although it should be noted that the goal point is located in a different position
in each simulation. This position is chosen randomly.

In figure 2, a comparison between both behaviours is shown. The measures obtained
are:

– Proposed Behaviour: Iterations1 needed to find the goal: 1346. Covered area:
1203m.

– Random Behaviour: Iterations needed to find the goal: 1909. Covered area: 3233m.

Thus, it is demonstrated that the stochastic behaviour of a random algorithm is
less efficient than the proposed behaviour.

In order to prove the validity of the proposed behaviour, 50 tests for each type of
behaviour, both the proposed and the random, have been carried out. These results

1 2 Iterations = 1 second
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Fig. 2. Comparison of behaviours: images on the top show the proposed behaviour.
Images on the bottom show the random behaviour.

are shown in Table 1. As can be seen statistical values obtained with the proposed
algorithm are better than the values obtained with a random method.

In figure 3 the results of the tests have been grouped into 25 different categories
depending on the number of iterations needed to achieve the goal. As can be seen,
nearly 90% of test results obtained with our behaviour are grouped in the first 5
categories, that is, need fewer iterations, whereas 90% of test results obtained with a
random behaviour are distributed along 9 categories, requiring, on average, a greater
number of iterations to achieve the objective.

4.1 Algorithm scalability

Due to the nature of the described algorithm, scalability is simply to implement. It
consists in adding more agents with side behaviour. Thus, the larger the number of
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Spiral Random

Average 1629,38 3466,6

Variance 5.813.498 14.801.594

Median 935,5 2.516,5

Minimum 7 22

Maximum 13340 17080

Table 1. Statistical measures of 50 tests, comparing proposed behaviour versus a
random behaviour.

Fig. 3. Proposed algorithm vs Random. Grouped Categories

agents, the covered area will be greater. It is important to highlight that agents must
be incorporated to the system in a balanced way. Furthermore, the maximum speed
allowed to each agent must be considered, since the speed of the agents at the ends of
the formation will necessarily be grater than central agents.

In table 2, the average and standard deviation from 10 tests performed with 8
agents and with 10 agents are shown. As can be seen the proposed algorithm improves
its results respect average and standard deviation in the iterations needed to achieve
the goal, whereas random behaviour remains with higher values.

8 Agents 10 Agents

Spiral Random Spiral Random

Average 949,7 3201,2 789,5 2066

Standard deviation 892,87 2331,16 671,32 2328,18
Table 2. Statistical values of 10 tests: proposed behaviour and random behaviour with
8 and 10 agents each one.
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5 Conclusions and Future Work

In this paper we presented a swarm behaviour algorithm, decentralized, distributed,
scalable and fault-tolerant, where all agents have the same initial capabilities, but each
of them has a determined role inside the swarm behaviour. This algorithm could be
adapted for UAV systems.

The defined behaviour performs spiral movements, which allows the system to carry
out an exhaustive search in a wide area. It has been verified that the defined behaviour
achieves the objective, furthermore, substantially in less time than a completely random
behaviour.

It has been demonstrated that the algorithm is robust and fault-tolerant, where
the loss of a component does not interfere with the main objective.

In addition we have studied scalability of the algorithm, which can be performed
easily and efficiently.

As future work, we consider to ensure that a covered area will not be looked over
again. If at first scan the goal is not reached, the new position must be outside the
covered area. We also want to prove the behaviour using real UAV systems, searching
a real object in a wide area.
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